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Subject

Understanding natural language in the context of conversational systems is a critical step
to ensure their effectiveness. Different work in natural language processing community are
devoted to solve natural language understanding (NLU), tackling various tasks such as in-
formation extraction, paraphrase or summarization, or also slot-filling. Mots of these works
have been possible thanks to the introduction of large language models which have demon-
strated large capabilities over different tasks. However, one drawback of these solutions is
that they are often addressed for a specific language or a small fraction of languages. If
we desire to deploy virtual assistants over all the world, it is therefore important to design
models able to address a large number of languages.

In this internship, we assume that the deployment of virtual assistants can be done step
by step over different countries in the world and, thus, that virtual assistants will face differ-
ent languages at different timestamp. This assumption imply that, when designing/training
a model for a given task, languages can be incrementally added in the training procedure.
This setting refers to as two main research fields:

• Cross-lingual transfer [Coria et al., 2022], which aims at exploiting the knowledge of
languages previously exploited in a pre-training process to train the model on another
language. In such setting, the knowledge from previous language will serve as initial-
ization of the language model of another language, enabling to reduce the training
time.

• Continual learning [Kirkpatrick et al., 2016, Ke et al., 2020], which aims at designing
models trained on a stream of tasks by learning knowledge from new tasks without
forgetting what has been learned on previous ones. Some work have been proposed in
NLP [Lee, 2017, Garcia et al., 2021].

In our case, we propose a continual learning setting in which the task is fixed, but the stream
is based on different languages. The model therefore learn the knowledge of language pecu-

1



liarities. Therefore, to satisfy the initial condition of virtual assistants to address different
languages, we therefore need to ensure that our task-based model does not forget previous
languages while training on new ones.

Two preliminary works have been done: 1) [Coria et al., 2022]1, investigating BERT’s
cross-lingual transfer capabilities in two continual sequence labeling tasks. 2) [Gerald and Soulier, 2022]
designing continual learning streams for information retrieval.

In practice, we will focus on the Massively Multilingual NLU 2022 data [FitzGerald et al., 2022],
which includes slot-filling and NER tasks for 51 languages in parallel. The objective of the
internship will be to 1) build a stream of languages for a given task, 2) run baseline models
in the stream, and 3) design a continual learning model for cross-lingual transfer.

Information

Supervisors: Sahar Ghannay, Laure Soulier, Christophe Servan, Sophie Rosset
Contact: sahar.ghannay@lisn.fr, laure.soulier@isir.upmc.fr, christophe.servan@lisn.fr, so-
phie.rosset@lisn.fr
Localization: Université Paris Saclay (Laboratoire LISN), France
Duration: 6 months, between February and August 2023.
Stipend: around 591.91 euros / month2

Expected profile: Master or engineering degree in Computer Science or Applied Mathe-
matics related to machine learning/natural language processing. The candidate should have
a strong scientific background with good technical skills in programming, and be fluent in
reading and writing English. Autonomy and curiosity are also adequate soft-skills to work
on this internship.

How to apply? Send a CV, a motivation letter and Master records to sahar.ghannay@lisn.fr,
laure.soulier@isir.upmc.fr, christophe.servan@lisn.fr, sophie.rosset@lisn.fr.
Recommendation letters would be appreciated.
Interviews will conducted as they arise and the position will be filled as soon as possible –
the latest application date is set to 15th January.
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